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Experiment: Memory-guided saccade task 2. Matrix-variate assumption on within-area spatiotemporal Exper|menta| results

Data: Simultaneous multi-variate time-series X! and X2 from 2 dependence reduces the parameter dimension.

L K . L L 1. Estimated inverse cross-correlation matrix Ilg* of the
brain areas in repeated trials; see Fig. 1a and [1] Vec(€”) = (€13 €05 - -3 €.7) ~ MVN(0, 27 @ ®¢), k =1,2 | o
dominant factor suggests associations between V4 and PFC

Goal: Estimate dynamic between-areas interactions 4 4
3. Sparsity constraints on (®%) ~and () = further reduces * V4-PrC around 200 ms at lag = 20ms

dimensionality and resolves identifiability issues. * PFC—V4around 320 ms at lag = 80ms

LDFA-H model

)i b

1. Dynamic associations between X and X2 are summarized by Inference - I"’"”
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(ZJ? ) ~ MVN(0,%y), f=1,...,4q » coordinates — time at which connectivity happens J I .
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Figure 4: I1}* estimate
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Figure 2: LDFA-H model. Arrows between Z* and Z? represent Figure 3: Graph interpretation of connectivity from inverse correlation Il Journal of Neurophysiology. In press.
potential associations between X! and X?.



